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A 34 page discussion of various MC procedures -- their assumptions, consequences,
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The user is sensitized to the serious consequences of inappropriate MC use by
employing all MC methods to the same data. He then is introduced to the criteria
for selecting the best MC method for a given purpose. Computational considerations
follow with self-instructional exercises and mastery tests. :
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Provide the research producer and consumer with a recognition of the ’
assumptions and appropriate use and intyrpretation of each ten MC techniques.
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A familiarity with the t-test and one-factor analysis of variance.
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INSTRUCTIONAL MODULE ON MULTIPLE COMPARISON TECHNIQUES IN RESEARCH
I. A Guide for Selecting The "Method of Choice"?

This module has two major components, the first deals with the particular
advantages and disadvantages of each, the second presents computational
interrelationships of the various procedures. ‘

The need for a researcher's guide to the use of multiple comparison (MC)
teéhniques is i]]ustrqted by recent studies by Tringo (1970) and Wilson (1971).
Although these are not poor studies, the§ illustrate the two extremes in
their selection and use of a MC technique. Tringo (1970) used multiple
t-tests to make comparisons among seveﬁ groups; the multiple t-tests proddced
has an inordinately high risk of falsely rejecting a true null hypothesis.
Wilson (1971) employed the Scheffe test to detect significanf differences
among three means; this method is the most conservative and le;st powerful
of all MC methods for contrasting pairs of means.

When there are more than two treatment or comparison groups being studied,

the analysis of variance (ANOVA) or covariance (ANCOVA) will determine whether

_ aAdapted from a forthcoming article in the Journal of Special Education.



or not the differences among means are greater than expected from chance alone.
ANOVA or ANCOVA does not, however, proceed to the .next logical step of identifying
which differences among the means are significant; this is the task of multiple
comparison techniques.

Multiple comparison techniques are a relatively recent development in the
area of statistical analysis which have direct applicability in behavioral
research. Dissemination via'applied statistics textbooks has reflected the
expected thedry—to-pracﬁice lag and, in the main, the informa}ion exchange has
been based more in inertia and precedent than actual research utility. .

The_lack of systematic textbook coverage of MC methods is illustrated in
Figure 1 which given the methods covered‘by popular applied statistics or
exgerimeqtai design textbooks. Notigf that the Scheffe method is thé?MC
technique.most ;omnmnly treated, yet it is the least powérful MC proéedure for
responding to typical regearch questions.

Multiple comparisons are a not-c]osely—relaged family of techniques except
that they serve a common purpose. This diversity no doubt has contributed to |
the uneven textbook coverage. Whereas there is a major pathwdy that leads the
learner through th2 analysis of variance, when he encounters the domain of )
multiple comparisons, the pathway branches into a'netwOrk of numerous unmarked
routes. Each MC method has unique advantages and disadyantagés. Ideally, the:
researcher shou]d-bé familiar with the major alternatives so that the method
can be selected that yields maximum power for the.questions,ui.e., so that "the
method of choice" will be chosen. In addition, this information is useful in
interpreting published research. 7

All fbo frequently, the MC technique employed in a study is one with which
the researcher .s familiar because it "happened" to be treated in the researcher's

favorite reference. As a consequence, inappropriate, weak, or at least
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inefficient methods of analysis are frequently ysed. Differences in the conclusions

reached in a given study can vary markedly depending on the MC fechnique

employed. In the derivations of the MC methods, different assumptions and
restrictions are imposed. As a general rule, the more limitations the researcher
can live with, the more powerful will be the stat1st1ca] tests for the hypothef's
of interest if the proper MC alternative is chosen. |
The differences among the various multiple comparxson techniques will be
111ustrated from an actual study (Hopkins, 1964) that examined the pattern of
performance of 33 diagnosed neurolecgically handicapped children gages 6-12)

on eleven subtests of the Wechsler Intelligence Scale for Children (WISC).

The results of the Subtests-by-Subjects ana1y91s of var1ance revealed a highly
* significant djfference among subtest means (Fi— 32.92/6.99 = 4.71, p < .001).
The subtest—means are graphically presented 1¢ Figure 2.

[ ~>
To illustrate the great variation in conclusions as a consequence of the

MC tech;fques employed, all possible differences in pairs of means were tested
“for significan&e using the various MC alternatives: multiple t-test, Duncan's

New Multiple Range Test, Newman-Keuls test, .Tukey test, Dﬁnn test, Marascﬁi]o
test, and Scheffe test. Of fhe-possible 55 gomparisons of pairs of means, the
number of significant meandifferences at the .05 and..Ol levels for each method |
differs greatly as is shown'in Table 1. Fof e;ample,with a = .05, the number

of nyll hypotheses rejected varied from 1 using the Scheffe to 24 for tﬁe Duncan
and multiple t-tests; with o ='.01,ithe number of significant differences in
means varied from 0 to 15. How can such ihconsistency in conclusions }esult from

the use of alternative MC approaches?

x-Considerations. Even though each method has the same nominal a-value,

not all are appropriate in this situation. Although commonly used, the multiple-~t

approach is never the method of choice and cannot be recomnended. Multiple
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(‘ . .
t-tests (also known as the "least significant différence"‘or 1sd procedure)
iptroduces an inextricable patterﬁ of dependency, and yields inaccurate pro-
bability statements regarding the null hypotheses. The‘;ﬁaccﬁraqy'is magnified
in direct proportion te the number of means in the set being examined.
In the present example with 11 means, 55 different t-tests would be }equired to
test all combinations of pairs. Even if all pair-wise null hypofheses were true,
more likely than not, the lowest vs. the highest ﬁean from the 11 subtests would
yield a t-ratio thét woyld be ruled "significant" at the .05 level. .
The Duncan method has the peculiar property of using a fluctuating a-rate
depending on the numLer of means in the set being examined. The true probability
of a type-I error (;ejecting a true null hyputhesis) is always larger than the
tabled a-value except when there are only two means in the set being tésted. For
this reason the authors view the Duncan procedure as never the method of choice,
in spite of its popularity. For example, if the Duncan method was used to
test Hy: ug = M1 (thesnm]lest-and_largest'heans in our samb!e). the critical
valué for the o = .05 value in Duncan's table, will be exceeded 40% of the time
~even when the nuli hypothesis is true {almost as often as with thé multiple t
approach): In other words the. true prob;bilf%y of a typé-I error (incbrrect]y
rejecting a true null hypothesis) is not what most users naturally assume, e.g.,
.05, but much Targer -- .40 in our ekamp]e.
The remaining techniques given in Table 1 have accurate a-values, but a
in relation to what? In the Newman-Keuls method, « is .05 for each indiyidua]
null hypothesis (Ho) tested, i.e., a contrast based error rate. In the Dunn,
Dunnett, Tukey, Mdrascuilo, and Scheffe methods, o is .05 for the entire set
or family of Ho's to be. tested in the'experiment s i.e™<an experiment based

v

error rate. .

v



Table 1

Number of Significant Differences (of the 55 possible) Between Pairs of
WISC Subtest Means for Various Multiple Comparison Methods

Number of Ho's Rejected Percent 6} Ho‘s Rejected

MC Method @a=.05 @a-=.0l Pa=.05 @ao-=.0l
Multiple t (LSD)? 24 15 442 273
Duncan® 24 © 11 44% : 20%
Newman-Keuls 11 6 202 11%
Tukey -~ - g 4 16% © 7%
Dunn 3 4 13% 7%
Marascuilo 3 1 5% 2%
Scheffe 1 0 2% 0%

%For these methods the actual probability of a type -1 error is considerably
greater than the tabled, nominal a-value. .



ty

\

The Newman-Keuls method will tend ta reject more pair-wise Ho‘s than fthe -
other accurate (Qith respect to type-1 error probabilities) methods because of
its differently“based error rate. It should be ﬁoted however, that the critfcél
value for Tukey and Newman-Keuls methods will always be equal when tcsting the

gxtreme-most means, i.e., when H is being tested; hence

o° Ysmallest = “largest
they will always lead to the same conclusion for this Hy- Thus, although the
Newman -Keuls procedurg;has a contrast based error rate, in this limited sense
the Newman-Keutls Tgfgod\has an experiment based error rate, i.e., it, and the .
Tukey method, w@ia'be expected to make a type-I‘errar when testing the extreme-most
means in 5% of the experiments in which all pair-wise Ho's are true. However, in
these %5 of the expe-iments, when éoing on to test other pairs of means the
Newman-KLuls method will tend to make more type-I errors than will the Tukey
proce&ure. |

O0f the common procedures, the Scheffe method is the least powerful for
detectiné differences between pairs of means. It is besﬁ, however, for data .
snooping and testing complex hypothe$e§ (hypotheses involving more than two
means). The Mar;Lcuilo \1966) method is a rather recently devised MC procédure
appropriate for studies employing large samples. Unlike the others it d0e§ not

assume homogeneity of variance, but does require large samples. It is @S;p-'

useful for making multiple comparisons among correlation coefficients and

_proportions.

The relative power and sensitivity of the various MC alternatives are also
illustrated in Figure 3. In this figure, the magnitudes of minimum differences
between the WISC subtest means required for significance for the various MC
method; are graphically depicted. Equivalenfly; the relative magnitudes for the
associated confidence intervals are illustrated in Figqfe 3 (except for the

. Duncan and Newman-Keuls methods which do not lend themselves to interval
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estimation). For those metﬁgés which do not have a single critical value
required for all mean differences, the greatest and least values are given. For
example, for the largest difference between pairs of means, (i.e., the difference
between the Arithmetic and.Picture CompletiOn means as illustrated in Fiqure 2)-
a value of 2.13 is required to reject the null hypothesis for both the Tukey

and Newman-Keuls methods, yet the latter requires a mean difference of only

1.28 for adjacently ordered means.

Clearly such disparity in results is undesirable, but how.does one go about
'sé1ecting thé optimum procedure for a given reseirch study? 'Figure 4, which is
a revision of an early schema (Hopkins and Chadbourn, 1967), gives a fiow
chart to illustrate the critical ‘decisions leading to the method of choice in
a given research situation.

]
Criteria for Selecting a Multiple Comparison Method =~ «

Since the treatment ofwnu]tgple comparisons is scattered among many
sources, the flow chart given in Figure.4 is provided to assist the researcher
in the selection of an appropriate mefhod for use in examining differences
between means when more than two groups are involved. In words, the schema
illustrates the following decisions.

-

1 assume homogeneity of variances; this.

1. A1l methods except Marascuilo's
assuption should be tested, since unlike ANOVA these procedures do not
appear to be robust to non-homogeneity of variances (Petrinovich and

Hardyck, '1969), especially with unequal sample sizes.

1The large sample method described by Marascuilo (1966) is needed when making
multiple comparisons jgpong correlation coefficients, proportions and contingency
tables, and is reco ded for contrasting means only when variances are not
homogeneous.
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Make planned orthogonal contrasts if they will answer the relevant
hypotheses (usually this will not be the case). Each comparison would have
ihe contrast as the base for « (see 3 below).. The setting of a should not
be é%hirrary, but influenced by power considerations (Hopkins, 1972).

If all comparisons of interest pit the contiol group against each of the
other J-1 groups, use the Durnett procedure. Using the Dunnett technique,
‘the probabiljty of a type-I error is a for-the set of J - 1 tést§, i.e.,
an experiment-based a-value. |

If the number of comparisons is relatively few, (e.g., 2(J ; 2) or less),
use the Dunn test. The Dunn{test is appropriate for simple (involving
only two mean;;\i.e., a.pair of means) and complex {involving more than

- *wo means), and has an experﬁmenﬁubased a-value.

Compare F-ratio differences among the means (obtained in the ANOVA pr‘
ANCOVA). with critical value required for significance. If H0 cannot be
rejected, one probably should not look further for mean differences,
although this is a logical rather than a purely statistical consideration.
If the omnibus F is not significant, it is tantamont to concluding all

di fferences among all means is attributable to random sampling error.
Select the base of o (contrast-or experiqent). The Tukey, Scheffe, Dunn,

Dunnett, and Marascuilo MC tests use the experiment as base, hence a type-1I

er~or will be made in only 5% of the experiments (if « = .05). The Newman-

Keuls method employs the comparison as the unit, therefore, a type-I
error can be expected for 5% of the contrasts. This i§ equivalent to

saying mdre type-I errors for differences between pairi\of means will be
made with the Newman-Kgu]% procedure, but fewer type-1I errors than with

the experiment-based methods. Hence, if only pair-wise QETS?risons are
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involved and the contrast is the base for u. use the Newman-Keuls
method.2 (For unequal sample sizes for the Newman-Keuls or‘Tukey
methods see Steel and Torrie, 1960, p. 114 or Fryer, 1966, p. 274).
7. If the number of hypotheses to be tested is less than J(J - 1)/4, the
Dunn (1961) method will usually be more powerf&l than either the Tukey
or the Scheffe method. (Tables 4-6 in Dunn's (1961) article provide
precise figures for various .J, o, and df, combinations for which the Dunn
methods would be more powerful). The sbecial tables of critical values fqr
.he Dunn test are available in Dunn (1961), Miller (1966), Kirk (1968),
and Myers (1972). If all J(J - 1)/2 pairwise comparisons are of interest,
as is usually the case, the Tukey method should be used since it is more
powerful than the Dunn and Scheffe methods under such conditions (Scheffe,
1959, p. 76). od |
8. Ificomparisons between complex combinations of means are desired, the
Scheffe method has more power than the Tukey.
The most rigorous and comprehensive treatment of the statistical
properties underlying multiple comparison procedures is fﬁund in Miller (1966).
The reader will find quite complete treatments in Kirk (1968), and Winer (1971).
Articles by Duncan (1965) and Sparks (1963) provide useful computational
co%parisons. If one is doing multiple comparisons following an ANCOVA it is
important to remember that adjustments must be made in the mean square
error term (e.g., see Winer, 1971, p. 772). 1
The purpose of this article was to illustrate the importance of selecting

the appropriate statistical model that best fits the experimental methods and

hypotheses of interest. The schema provided was designed to encourage the reader

2Duncan’'s New Multiple Rané\Test is not included here since the experimenter-
selected «-value is correcf‘%nly for adjacently-ordered means; the actual a-value
always exceeds the selected value in all other contrasts (cf. Edwards, 1968, p.
"134-135). In addition, mathematical statisticians are not in agreement regarding
the validity of certain assumptions employed in its derivation (Scheffe, 1959,

p. 78; Duncan, 1965, p. 178).
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to consider critical factors that will determine the selection of the optimum

. multiple comparison method for the hypotheses of interest in a given study.

t

~2

*
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Instructional Exercises \

Which multiple comparison technique is preferable:

1.

Dunnett

for testing several correlation coefficients for significant differences?

-t . e . -

Marascuilo .

for comparing each of several means with the mean of the control group?

--------------- i

when, although there are ten treatment groups on]y twelve hypotheses
are to be tested?

- W -t o s WS S MmO e . W

L

for,m&éing all possible pairwise contrasts among means with a contrast-
based error rate? - :

- eh e 0w - - -

Newman-Keuls

for making all possible pairwise contrasts among means with an experiment-
based error rate?

- -

¢

Scheffe

for comparing means when variances are extremely heterogeneous?

R e Y e ]

Marascuilo
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II. Multiple Comparisons -- Computation

Multiple comparisons are a loosely-related family of techniques for identifying
significant differences among a set of three or more means. There are eight
principal methods but only three different computational procedures; three employ
the t-tests (multiple t, Dunn (or Bonferroni), and Dunnett); three use the
studentized rarge statistic, q, (Tukey, Newman-Keuls, and Duncan), and two
emplay the F-statistic (Scheffe and planned orthogonal contrasts). In the
discussion to follow, it is assumed that the usual ANOVA assumptions hold and
that all means are based on the same number (n) of observations.

The t-statistics Approaches

The multiple t, Dunn, and Dunnett methods are computationally identical
(for.a g1ven H ) except that the critical t-values requwred to reject H will

differ. The amount of difference is highly related to the number of means,
J, being compared. (If J = 2, all methods give identical results, but, of course,
are unnecessary.)
Suppose there are six groups of 11 subjects each that are compared on
some measure. The analys1s of variance (ANOVA) revealed that H My T up T

g 1s not tenable, and hence rejected. The ANOVA table is g1veﬂ below:

") Source of Varfation df MS F
Treatments 5 176 8.0
Error 60 22 '

But which HO: b

j = uy are tenable? To test each Ho,‘compute the t-ratio.

For simplicity, select X to be larger than X Mse is the error term from the

analysis of variance and n is the number of observat1ons on which each mean is
based.

In this example: t = =

2
AR

Is the t-value large enough to be significant, i.e., to reject HO? The
non-directional H0 is rejected at the a-level if the observed t-value exceeds

the critical t-values shown below.
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For Multiple-t th_Dunni For Dunnett
Genera} expression: 1-‘/2tf 1-.tc,fp l-xIZtJ,fe
or, in our example .
- - . L I
.yt B y75tep T 200 gstee0 0 9ntaey T80
95t .60 P
95t15,60 * 3-98
Number of Ho's
to be tested: J(J - 1) C ) J -1
2 : -

Yvote Dunn’ table presupposed that small value is subtracted from larger, hence
tne tacvled .65 values are actually the .975 point in the cumulative distribution.)

IS

Althougn the three approaches arrive at identical t-values for a given
contrast, they will usually differ greatly in the critical t-values needed to
reject H Tne multiple-t, although widely used will result in many type-I
errors ? e., rejecting true H ‘s) and is never regommended as the method of
Chivlee.

Tne Dunnett 1s agproprIate only when one wishes to compare each of the
J = 1 groups with one other predesigned groups -- usually the control group.

In most imstances the researcher wishes to compare each mean with every other mean,
nence the Dunnett rarely addresses many of the investigator's questions.

The Dunn test requires that the researcher have planned in advance which
comparisons he is going to make. The number of these planned contrasts, c,
aftects tne critical t-value as would be expected -- the larger the value of
——  C, the larqer the critical value of t. In our example, the critical t-values
are JetGoand 3.36 for ¢ = 5 and ¢ = 15 respectively. If the researcher wishes
to rout all J(J - 1)/2 pairwise comparisons (15 in our example), the Dunn
proceturse 1, not as powerful as other alternatives to be considered later,

Studentized Range (q) Methods

The Tukey, Newman-Keuls, and Duncan methods are computationally identical
except that the critical gq-values for a given H will usually differ. The
studentized range statistic, q, is:

In the example:
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A T R
Z 2
11
Is the g-value large enough to be significant, i.e., to reject H ? Tne non-
directional H : .. = .. is related at the -levels if the obscrv8d 3-value

) .
oxceeds the citidal qlvalues given below.

For Tukey For Newman-keuls For Duncan
e Tal fl”".~‘ . won
enera ression 1"qd'fe l-qu‘,fe 1-"., qr’fe

where r is the number of
means in the subset being
evaluated

LY

or, in u.r example

wign R b 2 .95q6,60 = 4.16 .95q6,60 = 4.16 ".95“q6,60 = 3.19
9595 o = 398 v.g5495 gp = 3-14
L9592 go = 374 ".95494 60 = 3-07
.9593,60 = 3-40 " 9593 gg = 2.98
9532 60 = 2-83 ".95v92 go = 283

Lot Toae, cetiod, the critical value for g is constant for all H_'s in the set.

For tae Lewman-kReuls method, the largest X, - X, is tested firs?, hence

Lthere ace D oneans peing considered and the critical &—value is identical with

trnst for tme Jukey,  If that is significant, the researcher proceeds to test

the Lo .ond 1 gest negn difference, in which v = J - 1 and the critical g-value

s i,y 4 wnich is smaller than when r = J. This procedure is continued

' 1
wntrl te. anvestigator finds the largest mean difterences in the subset

berny eearineg tn be non-significant at which time he does not continue
testing further among the means contained in that particular non-significant
subset of means. . :

Tre Duncan Multiple Range test is a procedure identical with the Newman-
Keuls except that the true « is always greater than the tabled value (except
when r = 2). This fluctuation in the true a-value is a feature most consider
to be undesirable. For this reason, many authorities- never cpnsider Duncan to
be the "method of choice." .

The F-DistriLution Methods .o
The Scheffe and Planned Orthogonal Contrast (POC) methods are computationally
identical for a givem H_, but differ in the critical F-value needed to reject

]
Ho' Both estimate a coﬁtrast, ¢, by the expression:

) = C1X1 + CZXZ + o+ CJXJ
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]

The H0 being tested is determined by the values the researcher selects for
.the C coefficients. Meaningful contrasts require the C's to sum to zero.
For example to test HO: Hp S o C1 and C2 will be 1 and 1. For all pairwise

contrasts, the C-values' for the two groups will be 1 and -1. (The values for
-complex contrasts (comparisons involving thrée or more groups) are not
considered in this section). The sum of squares (SS) and the means square tor
the contrast {since each contrast has one degree of freedom) is:

-

P I 4 R L
C Cs 2
* -l + ~g + + ?Q
" fz n ?
or fur pairwise contrasts with equal n's:
(X, - X.)°
= ) N
MSw -?E—
n
I ! SR U',L’d to teSt HO. L-]- :‘ L.J-, iAe.,
T L T R T
s, o s, o )
11
n
(Note: F = t- = 1/2g° for a given comparison)

Is tne F-value large enough to be significant, i.e., to reject H ? The non-
directional H: ;"= u; is rejected at the s-level if the obtain&d F-ratio
e{geeds the ciiti&al vdlues shown below:

For Scheffe For POC
General expression (b -1y F o o F
; | t-a J-1.1, 1-2' 1,f,
Or, in our example
with . = .05 F - 5.95F5,60 = 5(2.37) = 11.85 F - .95F1,60 = 4.00

The critical value for the Scheffe test will usually be much larger than

the corresponding value for POG. (In this case 11.85 vs. 4.0 or almost 3 times

f“
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larger for;POC). However, POC can test only J - 1 H_'s whereas Scheffe can -
be used for any number of conceivable H_ 's. In addi?ion, like the Dunn test,
the POC requires that the H_'s to be tefted.must be specified prior to the
analysi.. The J -1 compar?sons must also be orthogonal (i.e., independent).
Contrasts will be orthogonal only when the products of the corresponding
C's for the two contrasts Y and bps SUM to zereo, i.e., claclb + caaCZb + ...
Comparisons Among Methods fér our Example

Although the degree of difference between the methods will vary, depending
on J and n, the rank order of the magnitude of the differences in means
needed to reject HO: s = s is predictable (except wiien J = 2, when all methods

i .
give identical vesults.) Table 2 gives the magnitude of X, - X. needed to

reject Ho: g @ 3 (in SX. - Xj units) for the various r-vidluesdand associated
1 i : :

number of Ho‘s to beftested, c.
* Y ]

Table 2

A Comparison of Mean Differences Needed to Reject H° for

'Pa?*wise Contrasts for Various Multiple Comparison Methods
(in S units) when J = 6 and n = 11

r = _number of means in subset
being examined

c 2 3 4 5 &
Multiple-t 15 2.00 2.00 2.00 2.00 2.00
Dunnett 5 2.63 2.63 2.63 2.63 2.63
Dunn Hh 2.66 2.66 2.66 2.66 2.66
Dunn , 15 3.06 3.06 3.06 3.06 3.06
Tukey 15 2.94 2.94 2.94 2.94 2.94
Newman-Keuls 15 2.00 2.40 2.64 2.81 2.94
Duncan 15-2.00 2.11 2.17 2.22 2.26
Scheffe 15 "3.44 3.44 3.44 3.44 3.44
POC 5 2.00 2.00 2.00 2.00 2.00

-

C=number of pairwise Ho's tested t
There are other important ways in which these metho iffer, one of which

is tne basis for the a-error rate. Dunn, Dunnett, Tukey and Scheffe use the
entire experiment for type I error rate, hence if a = .05, on the course the
investigator will make a type I error in only 5% of the experiments he conducts.
Newman-Keuls and POC use the individual contrast or Ho's as the basis for «,
hence the inbestigator will make a type I error in 5% of the Ho's he tests.
Other differences are summarized in Table 3.
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Depicting Multiple Comparison Results

There are J(J - 1)/2 possible pairwise comparisons. If J is large, for
example, 10, then there are 55 hypotheses considered. A parsimonious method of
depicting the results is commonly used -- the underscoring procedure. The
“groups are arranged in order of their maans, from low to high. Then each non-
significant subgroup is underscored -- any two means underscored by a common
line do not differ significantly. Note the example below: "

. Group

1 2 3 & s

-

Group 5 differs significantly from groups 1 and 2.

Group 4 differs significantly from groups 1 and 2.

Group 3 does not differ significantly from any group.
Group 2 differs significantly from groups 4 and 5.

Group 1 differs significantly from groups 4 and 5. .
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Mastery Test: Multiple-Comparison Contrasts -

Cln a study at*Cornell University, objectivity ratings given to 10 publicarions
were compared. The dependent variables. whose means are shown in the table
below, represent ratings totaled over 1J well defined ospects of ubJLCtYVIt}.
d raters and 3 news events (topics). . .

Uverall Objectivity of All Publications on All Topics (. - .0%)

Periodical
510
2}
A #5 e
o b4
O 22 X
> e 3
<! 'E #7 Er:;
ooy : -2
~ i 3 = e Wi
oo o
- 5 E 2 9 33
=z 9: - © «0 o oo
LT 2 VA o R
- ' = al THE m’ o E oo
_—— P i W & e cis
o -, o 'c‘ ~ = = - 53:2
S o = R 1= el ofal
o o~ Qi c:] - a Q § 3‘ iod e
R = — D = o) ==
NMoans 1.27 1.99 1.76 1.99 2.10 2.29 2.38 2.44 2.89 2.36
Most bjective Least Objective

- -——

e e e )
— .. . ~egording to the results in Table 1, Time (#4) is significantly
a. more objective than publications #'s.
. les. objective than publications #'s.
<. according to the results in Table 1, Qur Times is significantly
1. more objective than publication #'s.
. less objective than publication #'s. 7
B i T statistical tecnn&dﬁes used to obtain the results shown in the Table

~weve that of " )
1. vlanned orthogonal comparisons. b. poust-hoc comparisons.
4. Had multiple t-tests been used to compare all the possible pairwise
Jifferences, would more "significant" comparisons have resulted"
~ . In a given experiment with several groups, which multiple comparison
-method will require the largest difference between pairs of means in
order to reject the null hypothesis; and hence signify the fewest
significant differences?
a. Tukey b. Scheffe t. Newman-Keyls

Anwwers: 1(a): 7-10; 1(b): 1,2; 2(a): 10; 2(b): 1-8; 3: b; 4: yes; 5: b
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Multiple Comparisons -- Problem Sets and Notes

Given one fixed ANOVA factor with five treatment levels

-
-

Groups ' ,
1 2 3 4 .5 ' SUGGLSTION: Use a separate
X: 37437517 54 65 , piece of paper to do
n: 9 9 9 9 9 calculations. Place 1t
: over the right-hand side of
An ANOVA summary table is given below these sheets, where the :

. answers are given.
Source of € give

_Variation S§ dt MS F
Treatments 2520 47630 6.30

Error 4000 40 100 ANSWE RS
.9974,40 = 3-83
1. How many planned orthogonal contrasts (POC) are possible? 4

2. Could you have legitimately inspected the means prior to | Wo, a priori rationale
your selection of the orthogonal contrasts of interest? would no Tonger apply.

Assume the following definition of the rive randomiy-
assigned groups.

Abbreviation }
1. Control (C) l
2. infrecuently tested pupils withuut !
feedback (I,n0)
3. frequently tested punils with ‘
negative feedback (F,-) !
4. 1nfrecuently tested pupils with @ o
~051tive reacback (I,+) r
L.ofrequentiy tested pupiis with '
J051tive ‘cedback (F;+) f
3. Means fur tne five groups are given below. Suppose you d. 0 ;} 0, -1 (or 0, 0
wisned to test H : us = g, Enter the coefficients. -1. 0 i) i.e P
for tnis oontrast. k/ U T )
. 1737 Hs
e roup
C [,no Fy- I,+ F,+
1 2 3 4 5
Rj 17 48 51 54 65
'10 ey T g T a
4. Suppose you also had good reason to test HO: .y % oug- No

Wculd this pbe orthogonal with wl?

5. Why? ' zcc # 0; the sum of

‘ products of the respective
coefficients for the groups
must be zero.
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6. In addition to y,, indicate\coéfficients for the contrast | 0,1,-1
for frequently afd infrequently tested groups (wz). \ 0,-1,1

7. Nnatf;§ Hg ga; §3 which has 4,-1;,-1,-1,-1, as Ho:“l = (u2¥p3+u4+u5)/4
coerricients: _O_Y‘ 4p1=u2+1:3+u4+u5
8. Is ., orthogonal with @1?...with @3? yes, zcc = 0
N yes, rcc = 0
: -14)2
9. Compute MS §S. = LEEXL— = MS~ since each M~ = 14)° . 882
S SRS U Y -4 Y1 /9
}_.._.
- : : n '
contrast has df = 1.
' . MS- 882
10. Compute F for the contrast y, F= %= o5 = 882
. . i'E

)

11. For planned orthogoﬁal contrasts (POC) the critical
- value, 95F1 40° in the sample problem is

12. 1z H, rejected with a = .05.
yes, H, rejected

13. would you recommend the POC as the multiple comparison’ _ |probably not
technijue 1n this example.

14. wn,? . Only selected contrasts
of interest could be
legitimately evaluated. \

[

15. a. U1 tne Scheffe method (S-method), would you use Yes -
tne 1gentical procedure tor obtaining SS- as that for
- ¥
PGuC: 1
b. MS for the contrasts? - Yes
c. Obtained F for the contrast? Yes
d. The "critical"value for F? " No, critical F is
(J-I)I-QFJ~1,fe for Scheffe,
but l-aFl,f for POC.

e




16.

17.

18.

19.
20.

24.

25
For the same h‘c using Scheffe method the critical F-
value is (J-1) (.95FJ-1,fe) or ( )(.esF_m,ao) =
()0 = 10.44.

How does this critical value compare with that for
orthogonal comparisons, assuming the contrast had been
planned?

Does the S-method require orthogonality?

Does it give a contrast-based type I error rate? -

For tne POC would the critical F-value (4.08) be the

same for all four (J - 1) possible comparisons?

. would the critical value for F with the S-method also -

be constant for all of the possible contrasts.

. wnat is the probability that one or more of the

comparisons will yield an F > (J-1)( g¢F,_ ) wnen
g is true? 9500-1Te

. Had the experimenters selected the Tukey method, this

distribution theory is no longer based on the F-model
but on the

Unlike tne t which uses t = XI'XZ/SXI-RZ (or X -%,/sqv2,

25.

26.

LUELR néf“as~the~trﬁt+ca1“comparison;’Tukey’and"' o

Newman-Feuls use g - X -Rzlsx as the critical ratio on
wnich tne distribytion theory is based. We should
expect, then, that when J = 2, since :

X -Rz Rl—Xz
t = 53:7?4 and q = SR , that t =

:;:::

You recall tﬁat wnen J =2, F=t2,ort =/

For tne Tukey method the critical value {(a = .05)
for eacn comparison would be 9593 ¢ OF g5@ 40 "
L , e » ——.’

*
b

S

4 _ggFy 40) = H2.81)

It is much larger, 101.44
vs. 4.08.

No, any conceivable contrast
is allowable.
No, an experiment-wise rate

Yes
Yes —

.05

studentized range.

t =L orqg= /2t
2

t = /F

955,49 4-04
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(27.

31.

- related as chown in the equation from el

. The‘refore, Sy © / %—4‘.—. or

26

i "‘Rl
R

independent of treatment effects. - Recall the s 1

"MS" is another symbol for s? and that szm:nd s are
ntary

Since q, » a value of SX is required that is

statistics:

sg = Sor /T —
vn

I3

. The n in the above equation is the number of subjects in

each group or level, in this case

[

. Since Sy and the critical q-value gre the same for all

- Tukey multiple compar1sons the equ tion can be

rearranged so that the minimum significant differences
(designated “"honest significant d1fferences -- HSD")
between a pair of means, HSD = qcq; f ss=() ()=
13.45

Therefore, in using the Tukey method, every difference
between pairs of means greater than 13.45 would be judged
significant, and Hj rejected at the __level.

The treatment means and the matrix of pairwise differences
between treatment means are g1ven below:

YA
374 5

XWTdB'_'STB'g

Mean differences

2 3 4 5
1 1 4 7 18
2 3 7 17
3 3 14
4 11
32. For wnich differences would H0 be rejected at .05 using
the Tukey (HSD) method?
33.

Did the S-method reject Hotp5=u3?

(4.04)(3.33)

.05

ReJeCt ul Us’ Uz u5,

H3~¥5

f//

No, (cf items 9, 10 16,

F=9.8 < 10. 44)

|

e



34.

35.

36.

37.

38.

39.

40.

41.

27

, _
The latter computation illustrates the typical relation-
ship between the power of the T and S methods. . In
comparing pairs of means the method is more
efficient and powerful. On the other hand, the S-
method is more sensitive in evaluating complex hypo-
theses, e.g., Hy: (ny#u5)/2 = (ngtugtug)/3

The Newman-Keuls (N-K) method, unlike the T and S
methods, but like the orthogonal contrasts, bases its

. type I error rate on the individual comparison rather
than on the . '

_The N-K always has J - 1 different critical values

for q, or equivalently minimum critical mean
differences. Critical g-values are given in tables
of the studentized range statistic.

3

q5(5.40) where the means are 5 steps apart
q4(4,40) where the means are 4 steps apart
q3(3.40) where the means are 3 steps apart
q2(2,40) where .the means are 2 steps apart

i

The minimum differences for r = 5, the extreme-most
means, then is identical with that for the

method. This is always the case.

Theréfore, for r = 5, minimum medn difference = 13.45.
r = 4, mininum mean difference = (3.79)( ) = 12.62

r = 3, minimum mean difference = {3.4%)(3.33)

= 11.46
2.86)(3.33) = 9.52

Which H_ was rejected for N-K that was not with the
T-metho8? Ho:

r = 2, minimum mean difference

Complete the summary figure (any two means not
underlined by the same line differ significantly
at the .05 level).

Treatments
1 2 3 4 5

S-method
1 2 3 4 5 T-method

N-K method

jo—
I~
jw
Lh'
jon

Tukey

experiment

J-1

4.04
3.79
3.44
2.86

Tukey

3.33

iE -

N-K: 1

I~

{eo

{&

jon

jon

it
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42. The .Dunnett uses the as the base for a-error. experiment
43. One group (usually the " )} is compared with each '
and every other group (or Tevel). control

44. In essence the t-ratio is computed, i.e.,

: e . J2TO0L. ]
4.71

X - X
L= = 30
s . .
n J . { (An essential difference

in the Dunnett and

methods “t" is that the
critical t-value for the
Dunnett considers the fact
that there are J groups

and J comparisons, not just

two.
- 45. Since both the critical Dunnett t and sy " ¢ are the .
constant for all comparisons, determinins thecminimum
mean_differences will expedite computation, i.e.,
Min(Xe - Xe) = ozsty,f Sx. - % ~,.075t 5005y _ % -
( )4.71) = 12.58 / 2.67
46. How does this compare with the critical mean differences?
a. for the Tukey method? smaller

b. for N-K? e e o larger than two, smaller

than two

Confidence Intervals (We shall use a = .05)

E]énned Contrasts éz
vt oestye, et

oI Where § = gcX
The nature of the confidence is more apparent when we //
limit the C.I. to the difference between a pair of means,
hence: :

v = (”(xl) + ("”(Xz) or Xl - Rz

Therefore, for planned orthogonal Comparisons between
pairs of means, the .95 C.I. is given by

c2
SRR / (asF1,¢ el

S
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Scheffe:
r
C . ' .
Xy - %y Jr_(J - D951, Men

Dunn:

Xy - Xy (.975tc,fe)“2“§e;“

Tukey:
Xy = %y £ g5y ¢ )M/

47. Notice that the confidence interval for the S-method

will be larger than that for the ortnogonal contrasts

to the extent that their respective critical F-value
differs:

T8 gaFa a0 = EIZED) = | 4,954,400

/IO.8% = 3.23 is greater than
v&.08 = 2.02

or
.95 l,fe

48. In the present example 3.23 vs. 2,02 indicates the
confidence interval usingﬁ;he S-method is

3.27] -«

{m."—i 7. S"fiﬁfe's"”'g'i‘é'at'éi" than the €C.1.-fora -~ - rm . T ~_-_

. ' | Planned Orthogonal
' Contrast (POC?

The precision of the estimates can be seen from the relative value for the,.95
C.I. for the various multiple comparison approaches. in estimating Iu3 - u5|.
(¢ = number of hypotheses to be tested.) .

*  Orthogonal (c < 4) 18.06 Dunn (¢ = 10) 26.56
Tukey . 25.54 . Dunn (c = 5) 24.22
Scheffe 28.86 Dunnett (c = 4) 23.06
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Instructional Exercises //

If an experiment error rate for the probability of a type I error, a, is
desired and hypotheses involve all and only pairs of means, one should
select: |
Tu&ey
2. Which of the methods can test all pairs of means and has a contrast error
rate? -
Newman-Keuls .
3. If one were only interested in ‘comparing each Y 23, X,, and 25 with—Xc,
he would probably select
Dunnett
4. ,Which method is most general and places fewest restr1ct1ons on the hypotheses
that can be tested?
“ Scheffe
5. In which method will the actual probability of a type I error, a, usualiy !
be much larger than the tabled and reported a? . o
Duncan
6. When there are three or more comparison groups, when w1]l Scheffe necessarily
differ from planned orthogonal contrast? -
3. iﬁ—tempufing iy T T s e e e T T T
b. in calculating MS&
c. in computing F
d. in the appropriate critical F-value
e. in the coefficients employed for a given contrast
d
7. When comparing the extreme-most means:
a Tukey will be less powerful than Newman-Keuls
b. Newman-Keuls will be less powerful than Tukey
c. Both will be equal in power
[ : '
8. In the above situation, will both Tukey and Newman-Keuls be more powerful than

Scheffe?

-t us n s T e W W W
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9. Will both Tukey and Newman-Keuls be more powerful than Dunn if all pairwise
contrasts are to be made?

- D W R R R D gy W Gy R TR ED G

yes \ N\

10. When J = 3, and M3 > ) fhé probability of a typé I1 error would be greatest
if one employed: . | | /

a. Dunnett's technique
b. Newman-Keuls technique
c. Scheffe's technique

d. Tukey's technique
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